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Average 
Moore’s Law 

= 2x/2yrs

2x/3yrs

2x/2yrs

20-30B transistors

Challenge 1: the slowing of Moore’s Law

Graphcore Colossus MK2 GC200 IPU
59.4B 7nm transistors in 823mm2

http://www.itrs.net/Links/2011ITRS/2011Chapters/2011ExecSum.pdf


Architecture scaling challenges

2A Statistical View of Architecture Design

• Although transistors are still  2x every 
18-24 months, Dennard scaling is gone.  
!

• The device reliability is getting worse due 
to continuously downscaling, as in DRAM. 
!

• Architectures are becoming more and 
more complex to maintain the 
performance growth. 
!

• Emerging technologies are promising to 
mitigate the scaling issues, but they also 
bring new challenges: 

• poor performance,  
• poor device reliability, 
• limited lifetime.

End of Dennard scaling

DRAM scaling wall

Challenge 2: the end of Dennard Scaling (P ∝ V2)

https://sites.cs.ucsb.edu/~zhaoxia/papers/Defense_slides.pdf

https://sites.cs.ucsb.edu/~zhaoxia/papers/Defense_slides.pdf
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Electrical Properties of Transistors 

YEAR OF PRODUCTION 2015 2017 2019 2021 2024 2027 2030 
Logic device technology naming P70M56 P48M36 P42M24 P32M20 P24M12G1 P24M12G2 P24M12G3 
Logic industry "Node Range" 
Labeling (nm) "16/14" "11/10" "8/7" "6/5" "4/3" "3/2.5" "2/1.5" 

FinFET FinFET FinFET FinFET 
 

 
VGAA, 

FDSOI FDSOI LGAA LGAA M3D 
Logic device structure options 

      VGAA   

VGAA, 
M3D 

VGAA, 
M3D 

� � � � � � � �
DEVICE ELECTRICAL SPECS               
Power Supply Voltage - Vdd (V) 0.80 0.75 0.70 0.65 0.55 0.45 0.40 
Subthreshold slope - [mV/dec] 75 70 68 65 40 25 25 
Inversion layer thickness - [nm]  1.10 1.00 0.90 0.85 0.80 0.80 0.80 
Vt sat (mV) at Ioff=100nA/Pm - HP 
Logic  129 129 133 136 84 52 52 

Vt sat (mV) at Ioff=100pA/Pm - LP 
Logic  351 336 333 326 201 125 125 

Effective mobility (cm2/V.s) 200 150 120 100 100 100 100 
Rext (Ohms.Pm) - HP Logic  280 238 202 172 146 124 106 
Ballisticity. Injection velocity (cm/s) 1.20E-07 1.32E-07 1.45E-07 1.60E-07 1.76E-07 1.93E-07 2.13E-07 
Vdsat (V) - HP Logic 0.115 0.127 0.136 0.128 0.141 0.155 0.170 
Vdsat (V) - LP Logic 0.125 0.141 0.155 0.153 0.169 0.186 0.204 
Ion �P$/um) at Ioff=100nA/Pm - HP 
logic w/ Rext=0  2311 2541 2782 2917 3001 2670 2408 

Ion (PA/Pm) at Ioff=100nA/Pm - HP 
logic, after Rext  1177 1287 1397 1476 1546 1456 1391 

Ion (PA/Pm) at Ioff=100pA/Pm - LP 
logic w/ Rext=0  1455 1567 1614 1603 2008 1933 1582 

Ion (PA/Pm) at Ioff=100pA/Pm - LP 
logic, after Rext  596 637 637 629 890 956 821 

Cch, total (fF/Pm2) - HP/LP Logic  31.38 34.52 38.35 40.61 43.14 43.14 43.14 
Cgate, total (fF/Pm) - HP Logic  1.81 1.49 1.29 0.97 1.04 1.04 1.04 
Cgate, total (fF/Pm) - LP Logic  1.96 1.66 1.47 1.17 1.24 1.24 1.24 
CV/I (ps) - FO3 load, HP Logic  3.69 2.61 1.94 1.29 1.11 0.96 0.89 
I/(CV) (1/ps) - FO3 load, HP Logic  0.27 0.38 0.52 0.78 0.90 1.04 1.12 
Energy per switching [CV2] 
(fj/switching) - FO3 load, HP Logic 3.47 2.52 1.89 1.24 0.94 0.63 0.50 

 

Requirements for power reduction apply also to the High Performance transistors. Similarly, despite these reductions in 
operating voltage it is expected that Ion for both types of transistors will remain almost constant across the time horizon 
and this in not an easy result to accomplish. Total channel capacitance will increase by about 30% event though gate 
capacitance will continue to decrease. Finally transistor speed will continue to increase by a 4X factor for HP transistors 
enabling 1THz intrinsic functionality. Overall energy per switching will decrease to about 15% from nowadays values.   

The introduction of FinFET transistors into manufacturing in 2011 revolutionized the way transistors are built and it 
resulted essential not only to extending Moore’s Law but to also to accelerate the pace of reduction of transistor and pitch 
dimensions in this decade [Fig.8.1].  

 

INTERNATIONAL TECHNOLOGY ROADMAP FOR SEMICONDUCTORS 2.0, 2015

Challenge 2: the end of Dennard Scaling (P ∝ V2)



Challenge 3: the exponential growth of parallelism

• The coming generation of Exascale 
supercomputers will contain a diverse range of 
architectures at massive scale

• Fugaku: Fujitsu A64fx Arm CPUs
• Perlmutter: AMD EYPC CPUs and NVIDIA GPUs
• Frontier: AMD EPYC CPUs and Radeon GPUs
• Aurora: Intel Xeon CPUs and Xe GPUs
• El Capitan: AMD EPYC CPUs and Radeon GPUs

http://uob-hpc.github.io
The Next Platform, Jan 13th 2020: “HPC in 2020: compute engine diversity gets real”
https://www.nextplatform.com/2020/01/13/hpc-in-2020-compute-engine-diversity-gets-real/
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Overview 
The Fugaku compute system was designed and built by Fujitsu and RIKEN. Fugaku 富岳, is 
another name for Mount Fuji, created by combining the first character of 富士, Fuji, and 岳, 
mountain. The system is installed at the RIKEN Center for Computational Science (R-CCS) in 
Kobe, Japan. RIKEN is a large scientific research institute in Japan with about 3,000 scientists in 
seven campuses across Japan. Development for Fugaku hardware started in 2014 as the 
successor to the K computer. The K Computer mainly focused on basic science and simulations 
and modernized the Japanese supercomputer to be massively parallel. The Fugaku system is 
designed to have a continuum of applications ranging from basic science to Society 5.0, an 
initiative to create a new social scheme and economic model by fully incorporating the 
technological innovations of the fourth industrial revolution. The relation to the Mount Fuji 
image is to have a broad base of applications and capacity for simulation, data science, and AI—
with academic, industry, and cloud startups—along with a high peak performance on large-scale 
applications. 

 

 
 

Figure 1. Fugaku System as installed in RIKEN R-CCS 
 
 

The Fugaku system is built on the A64FX ARM v8.2-A, which uses Scalable Vector Extension 
(SVE) instructions and a 512-bit implementation. The Fugaku system adds the following Fujitsu 
extensions: hardware barrier, sector cache, prefetch, and the 48/52 core CPU. It is optimized for 
high-performance computing (HPC) with an extremely high bandwidth 3D stacked memory, 4x 
8 GB HBM with 1024 GB/s, on-die Tofu-D network BW (~400 Gbps), high SVE FLOP/s (3.072 
TFLOP/s), and various AI support (FP16, INT8, etc.). The A64FX processor provides for 
general purpose Linux, Windows, and other cloud systems. Simply put, Fugaku is the largest and 
fastest supercomputer built to date. Below is further breakdown of the hardware. 

• Caches: 
o L1D/core: 64 KB, 4way, 256 GB/s (load), 128 GB/s (store) 
o L2/CMG: 8 MB, 16 way 
o L2/node: 4 TB/s (load), 2 TB/s (store) 
o L2/core: 128 GB/s (load), 64 GB/s (store) 

• 158,976 nodes 

https://www.nextplatform.com/2020/01/13/hpc-in-2020-compute-engine-diversity-gets-real/


2017 Turing Award lectures from Hennessy and Patterson
John L. Hennessy and David A. Patterson won the 2017 A.M.Turing
Award at the 45th International Symposium on Computer 
Architecture (ISCA) in Los Angeles:

“A New Golden Age for Computer Architecture: Domain-Specific 
Hardware/Software Co-Design, Enhanced Security, Open Instruction 
Sets, and Agile Chip Development”

http://uob-hpc.github.iohttps://iscaconf.org/isca2018/turing_lecture.html

http://iscaconf.org/isca2018/index.html
https://iscaconf.org/isca2018/turing_lecture.html


Opportunity: post-Dennard improvements via specialisation
• Processors in the mobile space have been doing this for years, e.g. Apple A12 in iPhone

http://uob-hpc.github.io

https://en.wikichip.org/wiki/apple/ax/a12Source: Tech Insights

https://en.wikichip.org/wiki/apple/ax/a12


Increased heterogeneity is an important response to the slowing 
of Moore’s Law

• Recent example: TensorCores

• Expect to see more application-oriented optimisations
• Matrix multiply units in SIMD instruction sets (Arm’s SME, Intel’s AMX)
• Floating point formats optimized for deep learning (BFLOAT16)



Ray Tracing cores
• NVIDIA’s latest architectural innovation 

(Turing-class GPUs)
• Designed to accelerate the ray tracing 

algorithms used in graphical rendering in 
games, rather than for HPC

• Potential speedups of up to 10X vs CUDA 
code on same GPU

• Accelerates ray / surface intersection 
calculations
• 10 GigaRays/s on RT cores vs 1-2 GigaRays/s in 

CUDA on the same GPU

https://uob-hpc.github.io/



Observation: Monte Carlo particle transport has similarities to RT

https://uob-hpc.github.io/

Appendix D 
Ray Tracing Overview 

NVIDIA Turing GPU Architecture WP-09183-001_v01  |  69  

 
Source: https://en.wikipedia.org/wiki/Ray_tracing_(graphics)#/media/File:Ray_trace_diagram.svg 

Figure 45. Basic Ray Tracing Process 

Ray tracing can be very costly in terms of the computational horsepower required to generate 
realistic-looking scenes, largely related to the number of rays shot into the scene, and the 
number of additional rays generated by reflections and refractions. Many factors contribute to 
the number of rays shot into the scene, including, but not limited to the number and type of 
objects desired to be ray traced, available GPU processing power per frame, screen resolution, 
and number of rays desired to be shot through each pixel into the scene.  

Ray tracing can produce images that are indistinguishable from those captured by a camera and 
has been used extensively for movie special effects for years. In fact, live action movies use ray 
tracing to blend computer-generated effects with images captured by cameras seamlessly, while 
animated feature films can also look amazingly realistic using ray tracing. 

BASIC RAY TRACING MECHANICS 
Understanding how ray tracing works at a deeper level requires understanding a few 
fundamentals, starting with ray casting, which is a visibility determination technique used in the 
inner loops at the core of photorealistic ray-traced renderers. 

Ray casting is actually the process in a ray tracing algorithm that shoots one or more rays from 
the camera (eye position) through each pixel in an image plane, and then tests to see if the rays 
intersect any primitives (triangles) in the scene. If a ray passing through a pixel and out into the 
3D scene hits a primitive, then the distance along the ray from the origin (camera or eye point) to 
the primitive is determined, and the color data from the primitive contributes to the final color of 
the pixel. The ray may bounce and hit other objects and pick up color and lighting information 
from those other objects. (A related technique called Path Tracing is a far more intensive form of 
ray tracing that might trace hundreds or thousands of rays through each pixel and follow the rays 
through numerous bounces off or through objects before reaching the light source in order to 
collect color and lighting information).  

Both require large numbers of linear geometric queries 
to be executed over complex 3D geometric models

Exploiting Hardware-Accelerated Ray Tracing for Monte Carlo Particle Transport with OpenMC.
Salmon, Justin; Mcintosh-Smith, Simon N. PMBS’19, at SC’19, Denver, Nov. 2019. p. 19--29.



Opportunity: application optimized architectures

• AI / deep learning (Graphcore, Google et al)
• BLAS / linear algebra (tensor core-like accelerators)
• Encryption / compression
• Ray-tracing (ray-surface intersections, particle tracking)

• What about accelerating esoteric memory access patterns? Sparse 
matrix operations? Random number generation? …?

• Challenge: hard to target via software!

http://uob-hpc.github.io



const int loc = some_strange_func(id);

float val = mem[loc];

0 1 2 3 4 5 6 7

0x1000x0fc0x0f80x0f4 0x104 0x108 0x10c 0x110 0x114 0x118 0x11c 0x120 0x124 0x128

Vector gather / scatter



Some key issues for meshing
1. Deep, complex memory hierarchies
• Meshing typically heavily memory bandwidth bound
• HBM can offer an order of magnitude more bandwidth (TB/s vs 100s of 

GB/s, but for order of magnitude smaller memories (10s of GB vs 100s 
of GB)

2. Massive parallelism
• Instruction, Data, Thread, Core, Socket, Node, …

3. Performance portability
• Want to be able to mesh on diverse systems: CPU only, CPU+GPU, dense 

GPU systems, …

http://uob-hpc.github.io



A quick peek into the future of memory

http://uob-hpc.github.io

https://en.wikipedia.org/wiki/High_Bandwidth_Memory
https://semiengineering.com/whats-next-for-high-bandwidth-memory/

https://en.wikipedia.org/wiki/High_Bandwidth_Memory
https://semiengineering.com/whats-next-for-high-bandwidth-memory/


High Bandwidth Memory (HBM)
• Already widely used in high-end graphics cards, and now in A64fx
• 90% of energy consumed by memory is used to transfer data

• So moving things closer together can save a lot of energy
• Today’s HBM2 comes in 4-8GB capacities. 1,024 I/O pins at 2.4Gbps, equating 

to 307 GB/s of bandwidth.
• A64fx has 4 of these, providing 32GB at 1.2TB/s peak theoretical

• HBM2E coming soon, 8-16GB capacities. 3.2Gbps transfer rates,
à 410 GB/s bandwidth

• HBM3 brings 4Gbps transfer rates with 512 GB/s bandwidth. “HBM3 will be 
released in 2H of 2020. After HBM3, there is no concrete roadmap yet.” –
Jeongdong Choe, TechInsights, Dec 2019.

• HBM doesn’t improve latency, only bandwidth
• Might be a crucial issue for meshing

http://uob-hpc.github.iohttps://semiengineering.com/whats-next-for-high-bandwidth-memory/

https://semiengineering.com/whats-next-for-high-bandwidth-memory/


Hypothetical meshing processor
Extrapolated from various processors today (e.g. A64fx)
• 64 fast cores, 2-3GHz each, superscalar out-of-order
• 64 GBytes of HBM3, 4 stacks, 2 TB/s peak bandwidth
• 8 channels of DDR5 DRAM, each at 6.4 Gbps à 409 GB/s per 

socket, 512 – 1024 GB per node
• Fast interconnect for parallel meshing
• Fast in-network storage (e.g. burst buffer)

http://uob-hpc.github.io



Key takeaways
• Meshing is hard and getting harder
• Hardware is becoming much more parallel, with much deeper, 

complex memory hierarchies
• New memories are going to be an order of magnitude faster and 

smaller than we’re used to with DDR DRAMs in DIMMS
• à Will potentially need radical new approaches to meshing

No more “business as usual”!

http://uob-hpc.github.io



For more information

Bristol HPC group: https://uob-hpc.github.io/

Email: S.McIntosh-Smith@bristol.ac.uk

Twitter: @simonmcs

http://uob-hpc.github.io

https://uob-hpc.github.io/
mailto:S.McIntosh-Smith@bristol.ac.uk

